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ABSTRACT: In this paper, we propose a low-power high-speed pipeline multiply-accumulate (MAC) architecture. In 

a conventional MAC, carry propagations of additions (including additions in multiplications and additions in 

accumulations) often lead to large power consumption and large path delay. To resolve this problem, we integrate a 

part of additions into the partial product reduction (PPR) process. In the proposed MAC architecture, the addition and 

accumulation of higher significance bits are not performed until the PPR process of the next multiplication. To 

correctly deal with the overflow in the PPR process, a small-size adder is designed to accumulate the total number of 

carries. Compared with previous works, experimental results show that the proposed MAC architecture can greatly 

reduce both power consumption and circuit area under the same timing constraint. 
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I.INTRODUCTION 
 
A basic MAC unit consists of an adder, multiplier and an accumulator. Usually, adders implemented are Carry- Select 

or Carry-Save adders, as speed is of utmost importance in DSP. But if on chip area is to be considered then, Carry 

increment Adder can be used with an additional advantage of high speed. 

 

One implementation of the multiplier could be Vedic Multiplier. 

 

1.1 Operation of MAC Unit 
 
The inputs of MAC unit are fetched from memory cell and fed to the multiplier block of the MAC, which will  perform 

multiplication and give the result to adder  and then store the result in to a memory location. This entire process is to be 

achieved in a single clock cycle. The proposed design consists of 32-bit  floating  point multiplier based on Vedic 

multiplication technique, 65-bit accumulator using carry select adder. To multiply the values of A and B, Floating point 

Vedic multiplier is used instead of conventional multiplier because  Vedic multiplier can increase the speed of MAC 

unit. Carry Save Adder is used as an accumulator in this  design. Apparently, together with the utilization of Vedic 

multiplier approach, Carry select adder as the accumulator, This MAC unit design is not only reducing the standby 

power consumption but also can enhance the MAC unit speed so as to gain better system performance. 

The below figure shows the block diagram of proposed MAC Unit consisting of 32 bit IEEE 754 based Vedic 

Multiplier unit. The result of  multiplier is provided to the input of Accumulator through Carry select adder.  

 

In the proposed design of MAC Unit the Multiplier used is a 32 BIT IEEE 754 floating point multiplier based on Vedic 

multiplication technique. The multiplier for the floating point numbers represented in IEEE 754 format can be divided 

in four sections: Mantissa Calculation Unit, Exponent Calculation Unit, Sign Calculation Unit, and Control Unit. 

 
The Vedic Multiplication technique is chosen for the implementation of this unit. This technique gives promising result 
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in terms of speed and power. The Vedic multiplication system is based on 16 Vedic sutras or aphorisms, which 

describes natural ways of solving a whole range of mathematical problems. Out of these 16 Vedic Sutras the 

Urdhvatriyakbhyam sutra is suitable for this purpose. 

 

 
FIG:1.Block Diagram of MAC unit 

 

 

The multiply-accumulate (MAC) unit is a fundamental block for digital signal processing (DSP) applications. 

Especially, in recent years, the development of real-time edge applications has become a design trend. Thus, there is a 

strong demand for high-speed low-power MAC units. 

 

 

A conventional MAC unit is composed of two individual blocks: a multiplier and an accumulator (i.e., an accumulate 

adder). An N-bit MAC unit includes an N-bit multiplier and a (2N+α-1)-bit accumulator (adder), where α is the number 
of guard bits used to avoid overflow (caused by long sequences of multiply-accumulate operations). A lot of previous 

works paid attention to the optimization of multiplier and the optimization of adder, respectively. 

 

A multiplier usually has three  steps. The first step is the partial product generation (PPG) process. For example, AND 

gates can be used to generate a partial product matrix (PPM) for an unsigned multiplication. The second step is the 

partial product reduction (PPR) process. By using the Dadda tree approach or the Wallace tree approach, the PPM can 

be reduced to become two rows. The third step is the final addition. An adder (called the final adder) is used to perform 

the summation of  the final two rows. For an N-bit multiplier, a (2N- 1)-bit adder is required for the final addition. 

 

II. EXISTING METHOD 
 
In a conventional MAC unit, carry propagations of additions (including final additions in multiplications and additions 

in accumulations) often result in large power consumption and large path delay. To resolve this problem, we  are 
motived to reduce the lengths of carry propagations in the final addition and the accumulation. Our basic idea is to 

integrate a part of additions (including a part of the final addition and a part of the accumulation) into the PPR 

process. As a result, the lengths of carry propagations can be reduced. 

A conventional MAC unit is composed of two individual blocks: a multiplier and an accumulator (i.e., an accumulate 

adder). An N-bit MAC unit includes an N-bit multiplier and a (2N+α-1)-bit accumulator (adder), where α is the number 
of guard bits used to avoid overflow (caused by long sequences of multiply-accumulate operations). A lot of previous 

works paid attention to the optimization of multiplier and the optimization of adder, respectively. A multiplier usually 

has three steps. The first step is the partial product generation (PPG) process. For example, AND gates can be used to 

generate a partial product matrix (PPM) for an unsigned multiplication. The second step is the partial product reduction 

(PPR) process. By using the Dadda tree approach or the Wallace tree approach, the PPM can be reduced to become two 

rows. The third step is the final addition. An adder (called the final adder) is used to perform the summation of the final 

two rows. For an N-bit multiplier, a (2N-1)-bit adder is required for the final addition. 
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III. PROPOSED METHOD 
 
In this proposed method, we present the proposed two-stage (i.e., two cycle) MAC architecture. The first stage performs the 

PPG process, the PPR process (based on the PPM that combines the PPG result and the accumulation result), the (2N-k-1)-bit 
addition (i.e., a part of the final addition) and the α- bit addition (for dealing with the overflow in the PPR process). Then, the 

second stage performs the (k+α)-bit addition to produce the accumulation result.  

 

The main features of the proposed architecture are below: 
 

 To reduce the lengths of carry propagations, we integrate a part of additions into the PPR process. 

 

 To handle overflow in the PPR process, an α- bit adder is used to count the total number of carries. 
 

 By applying the gating technique, the second stage can only be executed in the last cycle (of the entire sequence 

of multiply-accumulate operations) for power saving. 

 
The proposed two-stage pipeline MAC unit is displayed in Fig. 2. Our PPM (for the PPR process) is composed of two PPMs: 

one PPM is derived by the PPG and the other PPM is derived by the accumulation.  

 

For an unsigned MAC unit, in the PPG process, “AND” gates can be directly used to generate the PPM. For a signed MAC 
unit, because the influences of the sign bit should be taken into account, several PPG algorithms have been proposed to 

generate the signed PPM. In the proposed architecture, the Baugh-Wooley  algorithm is adopted in the PPG process to 

generate the signed PPM. 

 
In the first stage of the proposed MAC unit, we only perform the (2N-k-1)-bit final addition. In other words, the final addition 

of higher significance bits is not performed. Register accumulation is used to store the PPM derived by the accumulation (i.e., 

the result after the PPR process and the (2N-k-1)-bit final addition). Thus, register accumulation includes three parts: REG1 

(i.e., the first row) has 2N-1 bits, REG2 (i.e., the second row) has k bits, which can define by the user, and REG3 (i.e., the 

third row) has 1 bit. Using our 4-bit MAC shown in Fig. 1(b) as an example, REG1 has 7 bits, REG2 has 3 bits, and REG3 
has 1 bit. Note that, the initial value of each bit in register accumulation is ‘0’. In each cycle, the result of register 

accumulation will be combined with the PPG result to form our PPM for the PPR process. 

 

 

FIG 2:The proposed MAC architecture SOFTWARE REQUIREMENTS 
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 Xilinx ISE 14.7 version 

 Verilog HDL 
 

 

ADVANTAGES & APPLICATIONS ADVANTAGES: 
 Critical path delays and power dissipations caused by carry propagations can be reduced. 

 
Applications: 

 
 Digital signal processing (DSP). 

 Graphics designing, 

 Multimedia . 

 Image processing 
 

 

Result: 
 
RTL Schematic diagrams: 4 bit signed design 
 

 
 

FIG 3: MAC4bitsigneddesign 

 

4 bit unsigned design 

 
FIG 4:Mac_4bit_unsigned 
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Simuilations: 

 

8 bit unsigned design 
 

 
 

FIG:5 Mac_8bit_unsigned 

 

16 bit unsigned design 
 
 
 
 

 
 

FIG:6 Mac_16bit_unsigned 
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4-Bit signed 

 
 

FIG:7 

 

4-Bit unsinged 
 

 
 

FIG:8 

 

8-Bit unsigned 
 

 
 

FIG:9 
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16-Bit unsigned 

 

 
 

 

 

IV. CONCLUSION 
 
To correctly deal with the overflow during the PPR process, an α-bit adder is used to count the total number of carries. 
The proposed MAC architecture is applicable to both the design of an unsigned MAC unit and the design of a signed 

MAC unit. The only differences between the unsigned MAC unit and the signed MAC unit are the PPM  structure and 

the α-bit addition mechanism. 

 

V. FUTURE SCOPE 
 
Various adder architectures we can use for the trade-offs among delay, area, and power. Furthermore, we can develop 

various MAC unit models which can be developed by replacing the multiplier as well as the accumulator (adder) with 

various architectures. 
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